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Introduction  

Andersen (1970) proves that a conditional maximum likelihood 

procedure for Rasch item analysis produces consistent estimates 

of item parameters. Since, however, conditional estimation is 

impractical for tests of more than twenty items (Wright and Douglas, 

1977b), Wright and Panchapakesan (1969) developed an "unconditional" 

maximum likelihood procedure, UCON. Although this method is quite 

practical even for the largest tests it produces slightly biased 

estimates. Wright and Douglas (1977a, 1977b) describe a corrected 

unconditional estimation which should make the bias in UCON neg-

ligible. This corrected unconditional estimation procedure 

is incorporated into a practical and economical FORTRAN pro-

gram, BICAL (Wright and Mead, 1977), which calibrates items and 

analyzes fit between model and data according to the Rasch model. 

The purpose of this report is to document the extent to which 

the unconditional maximum likelihood procedure used in BICAL pro-

duces accurate and consistent estimates, and so, incidentally, to 

see if there is any practical need to attempt conditional estima-

tion of item difficulty parameters. 

To explore this question, a study of data simulated to fit 

the modal was performed. A comparison of estimates with their 

generating parameters was made for data generated from a variety 

of typical test and sample shapes. 

Definition of Test  and  Sample  

A test or a sample can be described adequately by four basic 

characteristics (Wright and Douglas, 1975a). The units in which 
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these properties will be expressed are logits. Logits are natural 

log odds of frequency data such as test and item scores which 

transform these frequency data into a linear scale. (For a dis-

cussion of logits apropos the Rasch model, see Wright, 1977.) 

Tests 

The first characteristic of a test is its difficulty level or 

height, H. This is the average difficulty of the test's items. 

A centered test is one with a height near the mean ability or center 

of the sample in use. 

Width, W, is the second characteristic of a test. This is the 

range of item difficulties covered by a test, from the easiest item 

to the hardest. 

Length, L, the number of items composing the test is the third 

characteristic of a test. 

Finally, the distribution of the item difficulties must be 

specified. Typically, either a normal or uniform distribution is 

adequate to describe test shape. Wright and Douglas (1975) show 

that uniformly distributed items are the best overall test shape 

strategy and that in general, "best" tests should be constructed 

that way. 

Samples  

The mean ability level, M, of a sample corresponds in inter-

pretation to the height of a test. In the construction of a scale, 

the origin, in general, is arbitrary. What is determined by the 

data is 	- S) or (M - H), the difference between sample and test. 

For the purposes of these simulations the height of the test was 
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set at zero and the difference (M - H) was varied by varying M. 

Therefore, a sample less able than the test is difficult would 

have a mean ability less than zero, while a sample more able 

than the test is difficult would have a mean greater than zero. 

Since the response model functions symmetrically, however, we need 

consider only one side of the scale when simulating persons in 

order to see how well the estimation algorithm works. 

The second characteristic of a sample is its dispersion, or 

standard deviation, S. Just as the width of a test is the range 

of item difficulties composing the tests, so S indicates the 

spread of person abilities in the sample. 

Sample size, N, is the third characteristic of a sample. 

The last characteristic is sample shape. For most practical 

purposes a normal distribution of people is an adequate repre-

sentation of sample shape. 

Scope of the Simulations  

Fifteen years experience in seven AERA Rasch presessions and 

innumerable consultations with many different tests used under a 

wide variety of circumstances, has shown that tests narrower than 

two logits or wider than six logits are extremely rare. The most 

frequent test widths encountered have been in the region of three 

to five logits. Therefore, the simulations were performed for 

tests of width two, four, and six logits to cover this experience. 

A few simulations made at one and three logits in order to see 

the trend around two are shown in the summary tables, but were 

not included in the graphical analyses. 
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